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Abstract: Inductive learning is one of the most effective approaches used to automate the
knowledge acquisition of an expert system. In this paper we present an analysis of three in-
ductive learning algorithms, ID3, C4.5 and ILA applied to rules extraction.
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Introduction

Knowledge acquigtion is recognized as
one of the mgor bottlenecks in developping
an expert system [10]. Knowledge dicitation
from domain experts and machine learning are
two distinct approaches to knowledge acqui-
stion. Usudly, didtation of the right knowi-
edge can be both time consuming and expen
sve. The other method, machine leaning
which is an automated one, it is recommended
as being the mogt effective and more efficient.
As rules are an degant, expressive, sraight-
forward, and flexible means of expressng
knowledge in many gpplication domains [2],
we shdl concentrate in this paper on rules ex-
traction from the expert knowledge by induc-
tive learning agorithms. Decision tree learning
[3], neura network learning, inductive logic
programming, and genetic dgorithms (see e.g.
[6]) are examples of inductive learning meth-
ods that operate starting from a set of training
examples that represents the history of previ-
ous decisons. Inductive learning can general-
ize from observed training examples by identi-
fying the dtributes that empiricaly distinguish
positive from negative training examples.
In this paper we are making an analyss of
three inductive learning dgorithms used for
rule extraction, ID3, C4.5 and ILA. In the
next section we briefly present the inductive
learning problem and the learning dgorithms
that were used. In section 3 we discuss the
experimentd results obtained so far. In the last
section we draw some conclusion and see the
future work.

2. Inductive learning

2.1. Theinductive learning problem
Theformulation of the inductive learning prob-
lem as dated in [3] is the following. The
learner is given a complete sat of traning ex-
amples D={<x;, f(x1)>, ..., <X, f(X)>},
where f(x) is the target vaue for the ingtance
X, and a hypothess space H from which it
must select an output hypothesis. The desired
output of the learner is a hypothes's h from H
that is congstent with these training examples.
So, extracting a rule means being able to de-
scribe a large number of cases in a concise

way.

2.2. Inductive lear ning algorithms

The gpproach of inductive learning is often
used by forming a decison tree from the set of
training examples. Decison tree based meth-
ods are preferred mainly because they are ef-
ficdent and can ded with a large number of
traning examples [1]. However, this kind of
approaches do not aways produce the most
general production rules. Therefore, there are
other classes of agorithms which do not em+
ploy decison trees (eg. ILA [8], RITIO [9]).
The most known agorithms that take a set of
examples as input and produce a decision tree
which is conggtent with the examples are ID3
[3] and C4.5[7].

The ID3-like dgorithms divide the training st
into homogeneous subsets without reference
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to the class of the subset. ID3 is concerned
with finding the attribute which is most rele-
vant overdl, even though some vaues of that
atribute may be irrdevant. The adgorithm
makes use of the entropy measure as a means
of condraining the lypothesis search space.
ID3 is a greedy dgorithm that grows the tree
top-down, a each node sdlecting the attribute
that best classfies the locd training examples.

Gain(D, A) = Entropy(D) -

where Values(A) is the st of dl possble val-
ues for attribute A and D, is the subset of D
for which attribute A has vdue v. In the ID3
case, H is the set of possble decison trees.
The dgorithm performs a smple-to-complex
hill-climbing search, beginning with the empty
tree, then consdering progressvely more
elaborate hypotheses in search of a decision
tree that correctly classfiesthe training data
CA5 is an extenson of 1D3 that handles ur
certain data a the expense of increasing the
classfication rate. Initidly produces a decison
tree, then it prunes this tree and generates a
amplified decison tree in which dl unneces-
say conditions are diminated. It then gener-
ates the rules from the smplified decison tree.
In each class, the rules are revised again to
discard rules that do not contribute to the ac-
curacy of the rules, trying in this process to
maintain the same degree of accurecy of the
origind decison tree for classfying the rulesin
the training sat from which dl the rules are
generated. This leads to dgnificantly fewer
production rules, but at the expense that these
rules may fall to dassfy dl the examplesin the
training set from which they have been gener-
ated, i.e. the error rate in the classfication
process may be zero or more, while in the
ID3 and ILA the am is to keep this rate at
zero throughout.

The ILA dgorithm works in an iterative way,
each iteration searching for a rule that covers
alarge number of training examples of asngle

vi Values( A)

The best dtribute is the one with highest in-
formation gain. If we define the entropy asa
measure of the impurity in a collection of train-
ing examples, we can define a measure of the
effectiveness of an attribute A in dassfying the
training data. The measure named informa-
tion gain is the expected reduction in e
tropy caused by partitioning the examples ac-
cording to this attribute.

ILDV“ Entropy(Dv)

class. Having found a rule, the ILA removes
those examples it covers from the training set
by marking them and gppends a rule at the
end of its rule set. So, ILA works on a rule-
per-class basis. For each class, rules are i
duced to separate examplesin that class from
examples in dl the remaining classes. This
produced an ordered ligt of rules rather than a
decison tree. The ILA dgorithm is quite
unlike ID3 and C4.5 in many respects. ILA
does not employ an information theoretic gp-
proach and concentrates on finding only rele-
vant values of dtributes, mainly by dimingting
the unnecessary conditions.

3. Experimental results

We have made a prdiminary andyss of three
inductive learning agorithms, ID3, C4.5 and
ILA and we have experimented these ago-
rithms on different sets of traininig examples.
Some experiments had the role of extracting
the rules for the knowledge based system de-
veloped for environmental protection thet is
presented in [4]. In this section we will focus
on the experiments made mainly on smple
sets of training examples for the investment
projects anayss problem. We have to note
that the andyss is a smple one, and nvolve
only four parameters that can influence the
decision regarding the acceptance or the re-
jection of an investment project. Intable 1itis
presented the st of investment training exant
ples.



72

Economy Informatics, no. 1/2001

Table 1. Investment training examples

Ex. Globa risk Profitableness Return_time Investment_leve Class

1 high important long high N
2. high important long low N
3. low important long high Y
4. medium medium long high Y
5. medium smdl short high Y
6. medium Spp| short low N
7. low andl short low Y
8. high medium long high N
9. high sl short high Y
10.  medium medium short high Y
11.  high medium short low Y
12.  low medium long low Y
13.  low important short high Y
14. medium medium long low N

Class=Y - investment project accepted
Class= N - investment project rejected

After gpplying the ILA on this training set we
have obtained the following rules:

RL:IF Globa risk =low THEN Class=.
R2:IF Globd_risk = high AND Return_time=
long THEN Class= N.

R3:IF Globa risk = medium AND Invest-
ment_level = low THEN Class= N.

R4:IF Globd_risk = medium AND Invest-
ment_level = high THEN Class=Y.

R5:IF Globd_risk = high AND Return_time=
short THEN Class= N.

These five rules are identicd with those do-
tained when we have applied the ID3 and

C4.5 dgorithms. We can see that the ex-
tracted rules do not contain any unnecessary
conditions.

Ancther set of training examples is presented
in table 2. This st is making a dassfication of
the investment projects that are andysed.
Agan, we have smplified the problem by tak-
ing into account only three parameters. The
rules obtained after applying the three dgo-
rithms, ID3, C4.5 and ILA are presented in
table 3. All dgorithms have generated the
same number of rules (5), but rule 3 generated
by ILA and C4.5 is ampler than that gener-
ated by 1D3. This happened because ILA and
CA5 diminates dl the unnecessary conditions,
such as* Globa_risk = medium’.

Table 2. Invesment project classification training examples

Ex. Investment_leve Return_time Globd_risk Class
1 high short medium IP1
2. high medium low P2
3. medium medium low P2
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4 low medium low P2
5. high medium medium IP1
6. high long high PO
7. high long medium IP3
8 low long medium IP3
9. low long high PO
10. medium long low P2
11. low short medium IP1

IPO - investment project rejected; 1P1 - Short-Medium-Term-Medium-Risk project
P2 - Medium-Long-TermSmdl-Risk project; IP3 - Long-Term-Medium-Risk project
Table 3. Rules extracted by ID3, C4.5 and ILA

Algorithm Rulenumber Rule

ID3 1 IF Globa_risk =low THEN Class= P2

C45 IF Globa_risk =low THEN Class= P2

ILA IF Globa_risk =low THEN Class= P2

ID3 2. IF Global_risk = high THEN Class = IPO.

Cc45 IF Global_risk = high THEN Class = I PO.

ILA IF Global_risk = high THEN Class = IPO.

ID3 3. IF Return_time = short AND Global_risk = medium THEN Class = IP1.
C45 IF Return_time = short THEN Class = IP1.

ILA IF Return_time = short THEN Class = IP1.

ID3 4, IF Return_time = medium AND Globa_risk = medium THEN Class= IP1.
C45 IF Return_time = medium AND Globa_risk = medium THEN Class= IP1.
ILA IF Return_time = medium AND Globa_risk = medium THEN Class= IP1.
ID3 5. IF Return_time = long AND Globa_risk = medium THEN Class=IP3.
C45 IF Return_time =long AND Global_risk = medium THEN Class = |P3.
ILA IF Return_time = long AND Global_risk = medium THEN Class = |P3.

So far, we have used two parameters. the
number of rules generated and the average
number of conditions, for the evaluation of the
three dgorithms. The am is to produce the
minimum number of possible rulesthat dassfy
successfully the examplesin the training st. A
good rules extraction agorithm should pro-
duce rules that not only dassfy the cases in
the training set, but dso the unseen examples.
In table 4 we present the results obtained for
two sats of training examples, for the invest-
ment project classification problem and for the

environmental protection problem [4]. ILA
and CA4.5 can produce fewer rules with fewer
conditions than those generated by the ID3
agorithm. So, they can classfy more unseen
examples. In the case of the environmentd
protection training set, CA4.5 gave the smallest
number of rules and aso the smdlest average
number of conditions, but at the expense that
these rules may fall to classify dl the examples
in the training set from which they have been
generated (the error rate in the classficaion
processis 15.7%).

Table4
Training st Algorithm No. of rules Average no. of
generated conditions
Investment project ID3 5 16
C4.5 5 (0%) error rate 1.4
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ILA 5 14

environmenta ID3 17 2.17

protection C45 10 (15.7%) error rate 1.8

ILA 12

2.08

4. Concluson and futurework

We have presented a comparison between
three inductive learning dgorithms, two deci-
sion trees-based agorithm, ID3 and CA4.5,
and a decison trees-not based agorithm,
ILA. The results obtained so far demonstrated
that, in generd, al the dgorithmsworked well
and had achieved the generdity of the ex-
tracted rules. However, ILA and CA45
worked better than ID3 mainly because they
do the dimination of al unnecessary condi-
tions (as it is the case for rule 3 mentioned in
table 3). In some cases, ILA worked better
than CA.5 if we take into account the error
rate. As a future work we will extend our
andyss by induding an explanation-based
learning dgorithm [5], and a new rule induc-
tion agorithm, RITIO, which uses the infor-
metion theoretic function in anove way in or-
der to induce directly a set of rules. RITIO
eliminates attributes in order of decreasing ir-
relevancy and achieves high leves of predic-
tive accuracy, even on noisy databases.
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